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RESEARCH INTERESTS

High Performance Computing
Parallel Algorithms
Program Analysis
Tools for Machine Learning Systems

EDUCATION

08/2017-05/2022 Department of Computer Science, Rice University Houston, United States
Degree: Ph.D. in Computer Science
Advisor: John Mellor-Crummey
Thesis: Performance Measurement, Analysis, and Optimization of GPU-accelerated
Applications

08/2014-08/2017 Institute of Computing Technology, Chinese Academy of Sciences Beijing, China
Degree: M.S. in Computer Architecture
Advisor: Guangming Tan Thesis: High Performance Deep Learning Algorithms

09/2010-08/2014 School of Software, Yunnan University Kunming, China
Degree: B.E. in Network Engineering
Advisor: Wei Zhou Thesis: A Practical Concurrent Quadtree

AWARDS & HONORS

2023 SIGHPC Doctoral Dissertation Award
2022 ASPLOS Distinguished Artifact Award
2020 ACM-IEEE-CS George Michael Memorial HPC Fellowship
2019 Ken Kennedy Institute ExxonMobil Fellowship
2019 Second Place, ACM CGO Student Research Competition
2017 Ken Kennedy Institute Andrew Ladd Fellowship
2017 Ken Kennedy Institute CS&E Fellowship
2017 PPoPP Best Artifact Award
2016 Schlumberger Scholarship
2015 Top 10, Alibaba 1st Middleware Engineering Contest
2014 Outstanding B.E. Degree Thesis of Yunnan University
2013 Best Creative Award, Baidu Future Search Engine Contest
2013 Meritorious Winner, Mathematical Contest in Modeling
2011&2012&2016 National Scholarship

PROFESSIONAL EXPERIENCE

11/2023-current Member of Technical Staff at OpenAI Fairfax, United States
08/2023-current Assistant Professor at George Mason University Fairfax, United States
05/2022-08/2023 Member of Technical Staff at OpenAI San Francisco, United States
08/2017-05/2022 Research Assistant at Rice University Houston, United States
05/2021-08/2021 Intern at Deep Learning Profiler Team, NVIDIA Dallas, United States
05/2020-08/2020 Intern at C++ Performance Optimization Team,Google Houston, United States
06/2018-08/2018 Intern at PyTorch Team, Facebook Menlo Park, United States
06/2015-07/2017 Research Assistant at Chinese Academy of Sciences Beijing, China
04/2017-07/2017 Intern at Devtech Team, NVIDIA Beijing, China
10/2013-02/2014 Intern at Baidu Beijing, China

mailto:kzhou6@gmu.edu
http://www.jokeren.tech
http://www.cs.rice.edu/~johnmc
http://www.ncic.ac.cn/~tgm
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[J1] Binqian Yin, Qinhong Hu, Yingying Zhu, and Keren Zhou. Semi-supervised learning for shale
image segmentation with fast normalized cut loss. In: Geoenergy Science and Engineering, 2023

[J2] Binqian Yin, Qinhong Hu, Yingying Zhu, Chen Zhao, and Keren Zhou. Paw-Net: Stacking
ensemble deep learning for segmenting scanning electron microscopy images of fine-grained shale
samples. In: Computers & Geosciences, 2022

[J3] Keren Zhou, Laksono Adhianto, Jonathon Anderson, Aaron Cherian, Dejan Grubisic, Mark.
Krentel, Yumeng Liu, Xiaozhu Meng, and John Mellor-Crummey. Measurement and Analysis
of GPU-accelerated Applications with HPCToolkit. In: Parallel Computing (PARCO), 2021

[J4] Ryuichi Sai, John Mellor-Crummey, Xiaozhu Meng, Keren Zhou, Mauricio Araya-Polo, and
Jie Meng. Accelerating High-Order Stencils on GPUs. In: Concurrency and Computation:
Practice and Experience (CCPE), 2021

[J5] Keren Zhou, Xiaozhu Meng, Ryuichi Sai, Dejan Grubisic, and John Mellor-Crummey. An
Automated Tool for Analysis and Tuning of GPU-accelerated Code in HPC Applications. In: IEEE
Transactions on Parallel and Distributed Systems (TPDS), 2021

[J6] Keren Zhou, Guangming Tan, and Wei Zhou. Quadboost: A Scalable Concurrent Quadtree. In:
IEEE Transactions on Parallel and Distributed Systems (TPDS), 2018
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[C1] Tejas Ramesh, Alexander Rush, Xu Liu, Binqian Yin, Keren Zhou, Shuyin Jiao. Triton-Viz:
Visualizing GPU Programming in AI Courses. In The Technical Symposium on Computer
Science Education (SIGCSE TS), 2025

[C2] Aditya Desai, Kimia Saedi, Apoorv Walia, Jihyeong Lee, Keren Zhou, and Anshumali Shri-
vastava. Accelerating Inference with Fast and Expressive Sketch Structured Transform. In The
Thirty-eighth Annual Conference on Neural Information Processing Systems (NeurIPS),
2024

[C3] Zhen Xie, Karthik Murali Emani, Xiaodong Yu, Dingwen Tao, Xin He, Pengfei Su, Keren
Zhou, and Venkatram Vishwanath. Centimani: Enabling Fast AI Accelerator Selection for DNN
Training with a Novel Performance Predictor. In USENIX Annual Technical Conference (USENIX
ATC), 2024

[C4] Keren Zhou, Karthik Ganapathi Subramanian, Po-Hsun Lin, Matthias Fey, Binqian Yin,
and Jiajia Li. FASTEN: Fast GPU-accelerated Segmented Matrix Multiplication for Heteroge-
neous Graph Neural Networks. In Proceedings of the 38th ACM International Conference on
Supercomputing (ICS), 2024

[C5] Jason Ansel, Edward Yang, Horace He, Natalia Gimelshein, Animesh Jain, Michael Vozne-
sensky, Bin Bao, Peter Bell, David Berard, Evgeni Burovski, Geeta Chauhan, Anjali Chourdia,
Will Constable, Alban Desmaison, Zachary DeVito, Elias Ellison, Will Feng, Jiong Gong,
Michael Gschwind, Brian Hirsh, Sherlock Huang, Kshiteej Kalambarkar, Laurent Kirsch,
Michael Lazos, Mario Lezcano, Yanbo Liang, Jason Liang, Yinghai Lu, C. K. Luk, Bert Maher,
Yunjie Pan, Christian Puhrsch, Matthias Reso, Mark Saroufim, Marcos Yukio Siraichi, Helen
Suk, Shunting Zhang, Michael Suo, Phil Tillet, Xu Zhao, Eikan Wang, Keren Zhou, Richard
Zou, Xiaodong Wang, Ajit Mathews, William Wen, Gregory Chanan, Peng Wu, Soumith
Chintala, PyTorch 2: Faster Machine Learning Through Dynamic Python Bytecode Transforma-
tion and Graph Compilation . In: Proceedings of the 29th ACM International Conference on
Architectural Support for Programming Languages and Operating Systems (ASPLOS), 2024

[C6] Aditya Desai, Keren Zhou, and Anshumali Shrivastava, Hardware-aware compression with
Random Operation Access Specific Tile (ROAST) hashing. In: Fortieth International Conference
on Machine Learning (ICML), 2023

[C7] Mao Lin, Keren Zhou, and Pengfei Su, DrGPUM: Guiding Memory Optimization for GPU-
accelerated Applications. In: International Conference on Architectural Support for Program-
ming Languages and Operating Systems (ASPLOS), 2023
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[C8] Keren Zhou, Jonathon Anderson, Xiaozhu Meng, and John Mellor-Crummey. Low Over-
head and Context Sensitive Profiling of GPU-accelerated Applications. In: ACM International
Conference on Supercomputing (ICS), 2022

[C9] Keren Zhou*, Yueming Hao*, John Mellor-Crummey, Xiaozhu Meng, and Xu Liu. ValueEx-
pert: Exploring Value Patterns in GPU-accelerated Applications. In: Conference on Architectural
Support for Programming Languages and Operating Systems (ASPLOS), 2022

[C10] Aaron Thomas Cherian, Keren Zhou, Dejan Grubisic, Xiaozhu Meng, and John Mellor-
Crummey. Measurement and Analysis of GPU-Accelerated OpenCL Computations on Intel GPUs.
In: Workshop on Programming and Performance Visualization Tools (ProTools), 2021

[C11] Barbara Chapman, Buu Pham, Charlene Yang, Christopher Daley, Colleen Bertoni, Dhruva
Kulkarni, Dossay Oryspayev, Ed D’Azevedo, Gabriele Jost, Johannes Doerfert, Keren Zhou,
Kiran Ravikumar, Mark Gordon, Mauro Del Ben, Meifeng Lin, Melisa Alkan, Michael
Kruse, Oscar Hernandez, P.K. Yeung, Paul Lin, Peng Xu, Swaroop Pophale, Tosaporn Sat-
tasathuchana, Vivek Kale, William Huhn, and Helen He. Outcomes of OpenMP Hackathon:
OpenMP Application Experiences with the Offloading Model. In: International Workshop on
OpenMP (IWOMP), 2021

[C12] Keren Zhou, Xiaozhu Meng, Ryuichi Sai, and John Mellor-Crummey. GPA: A GPU Perfor-
mance Advisor Based on Instruction Sampling. In: International SymposiumonCodeGeneration
and Optimization (CGO), 2021

[C13] Keren Zhou, Yueming Hao, John Mellor-Crummey, Xiaozhu Meng, and Xu Liu. GVProf: A
Value Profiler for GPU-based Clusters. In: The International Conference for High Performance
Computing, Networking, Storage, and Analysis (SC), 2020

[C14] Keren Zhou, Mark Krentel, and JohnMellor-Crummey. Tools for top-down performance analysis
of GPU-accelerated applications. In: ACM International Conference on Supercomputing (ICS),
2020

[C15] Keren Zhou, Guangming Tan, Xiuxia Zhang, Chaowei Wang, and Ninghui Sun. A Perfor-
mance Analysis Framework for Exploiting GPUMicroarchitectural Capability. In ACM Interna-
tional Conference on Supercomputing (ICS), 2017

[C16] Xiuxia Zhang, Guangming Tan, Shuangbai Xue, Jiajia Li, Keren Zhou, and Mingyu Chen.
Understanding GPU Microarchitecture to Achieve Bare-Metal Performance Tuning. In: ACM
SIGPLAN Symposium on Principles and Practice of Parallel Programming (PPoPP), 2017

[C17] Zilong Tan, Keren Zhou, Hao Zhang, and Wei Zhou. BF-MapReduce: A Bloom Filter Based
Efficient Lightweight Search. In: International Conference on Collaboration and Internet
Computing on IEEE (CIC), 2015

[C18] Qiang Li, Maojie Gu, Keren Zhou, and Xiaoming Sun. Multi-classes feature engineering with
sliding window for purchase prediction in mobile commerce. In: Data Mining Workshop, IEEE
International Conference on IEEE (ICDMW), 2015
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[P1] Junyu Yin, Lingda Li, Hai Van Duong, Keren Zhou, Deep Learning-based GPU Simulation
for Agile Architecture-Algorithm Co-design. In The 4th International Workshop on Machine
Learning for Software Hardware Co-Design (MLSH), 2024

[P2] Qidong Zhao, Hao Wu, and Keren Zhou, Torch-Monitor: A Comprehensive Call Path Profiling
Tool for PyTorch. In PyTorch conference (PyTorch), 2024

[P3] Mao Lin, Keren Zhou, and Pengfei Su. Squeezing GPUMemory Usage in PyTorch. In: PyTorch
conference (PyTorch), 2022

[P4] Keren Zhou, Mark Krentel, and John Mellor-Crummey. A tool for top-down performance
analysis of GPU-accelerated applications. In: 25th ACM SIGPLAN Symposium on Principles
and Practice of Parallel Programming (PPoPP), 2020

[P5] Keren Zhou and John Mellor-Crummey. A tool for performance analysis of GPU-accelerated
applications. In: International Symposium on Code Generation and Optimization (CGO),
2019
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PRESENTATIONS

03/2025 Invited Talk,MLPerf Benchmarking Workshop, Proton: Adaptive and Lightweight Profiling
for Deep Learning Workloadst

03/2025 Invited Talk, LLVM Performance Workshop, The Proton Dialect: An MLIR Dialect For AI
Compiler GPU Kernel Profiling

10/2024 Invited Talk,Meta, Proton: Introduction and Development
10/2024 Invited Talk, IBM, Profiling and Debugging GPU-accelerated AI Applications
09/2024 Invited Talk, Triton Conference, Tools for Triton
08/2024 Invited Talk, Scalable Tools Workshop, Triton Updates: Debugger, Profiler, Visualizer
06/2024 Conference Talk, Proceedings of the ACM International Conference on Supercomputing (ICS),

FASTEN: Fast GPU-accelerated Segmented Matrix Multiplication for Heterogeneous Graph
Neural Networks

03/2024 Working Group, Triton Monthly Meeting, Triton Interpreter Update
02/2024 Working Group, Triton Monthly Meeting, Proton: A Triton Profiler
08/2023 Invited Talk, Barcelona Supercomputing Center, Technical Review on PyTorch 2.0 and Triton
07/2023 Invited Talk, Intel Performance Brown Bag, Towards Agile Development of Efficient Deep

Learning Operators (Hardware Insights)
06/2023 Invited Talk, Scalable Tools Workshop, Towards Agile Development of Efficient Deep Learning

Operators (Call for Contributions)
12/2022 Invited Talk, UC Merced, Towards Agile Development of Efficient Deep Learning Operators
05/2022 Invited Talk, ThirdAI, Practical Performance Optimization for Deep Learning Applications
03/2022 Conference Talk, Conference on Architectural Support for Programming Languages and Operating

Systems (ASPLOS), ValueExpert: Exploring Value Patterns in GPU-accelerated Applications
11/2021 Conference Talk, Proceedings of the International Conference for High Performance Computing,

Networking, Storage and Analysis (SC), PerformanceMeasurement, Analysis, andOptimization
of GPU-accelerated Applications

04/2021 Invited Talk, NVIDIA GPU Technology Conference (GTC), Measurement and Analysis of
GPU-accelerated Applications with HPCToolkit

04/2021 Tutorial, ECP Annual Meeting, Using HPCToolkit for performance analysis on GPU-
accelerated applications

03/2021 Tutorial, NERSC, Using HPCToolkit to Measure and Analyze the Performance of GPU-
accelerated Applications

03/2021 Conference Talk, IEEE/ACM International Symposium on Code Generation and Optimization
(CGO), GPA: A GPU Performance Advisor Based on Instruction Sampling

11/2020 Conference Talk, Proceedings of the International Conference for High Performance Computing,
Networking, Storage and Analysis (SC), GVProf: A Value Profiler for GPU-Based Clusters

07/2020 Conference Talk, Proceedings of the ACM International Conference on Supercomputing (ICS),
Tools for Top-down Performance Analysis of GPU-Accelerated Applications

02/2020 Tutorial, ECP Annual Meeting, Using HPCToolkit to Measure and Analyze the Performance
of GPU-Accelerated Applications

10/2019 Invited Talk, BP, Measurement and Analysis of GPU-computations Using HPCToolkit
08/2019 Invited Talk, Intel Performance Brown Bag, HPCToolkit—A tool for performance analysis for

GPU-accelerated applications
08/2019 Invited Talk, ECP/NERSC OpenMP Hackathon, HPCToolkit + OpenMP
07/2019 Conference Talk, Scalable Tools Workshop, Optimizing GPU-accelerated Applications with

HPCToolkit
06/2017 Conference Talk, Proceedings of the International Conference on Supercomputing (ICS), A per-

formance analysis framework for exploiting GPU microarchitectural capability



ACADEMIC SERVICES

Conf Reviewer CLUSTER’23, ASPLOS’23, SC’22, ICS’21, ICDCS’21, IPDPS’21, CLUSTER’21, PPoPP’21
Jrnl Reviewer TOPC, TPDS, JPDC, TECS, TJSC
AECMember SC’24, ASPLOS’24, EuroSys’22, PPoPP’22, PPoPP’21, LCTES’21, SOSP’21
PC Member SC’25, ICS’25, CGO’25, WHPC’24, NPC’24, XTensor’24, HiPC’24, ICPP’24, LCTES’24,

AI4dev’23
AE Chair PPoPP’25
Session Chair CLUSTER’21
Mentor CLUSTER’24, VA-WHPC’24

PROJECTS

06/2022-current OpenAI San Francisco, United States
GPU Kernel Optimization
{ OptimizedGPUkernels for training large languagemodels, including activation functions,

matmuls, irregular matmuls, and batch matmuls.
{ Analyzed the performance of kernels under different configurations and reasoned about

their bottlenecks.
Triton Compiler
{ Led the development of dataflow analysismodules to optimize memory usage and per-

formance, including automatic global memory alias, shared memory allocation, memory
barrier placement, and data pipelining;

{ Improved the usability and robustness of the Triton by developing debugging functions
(e.g., print, assert), materializing line mapping information, and enabling the use of external
functions for mathematical operations and quantization;

{ Rewrote Triton’s LLVM code generation using MLIR with a team of about 10 people from
NVIDIA, Meta, and Anthropic.

{ Helped Meta integrate Triton into PyTorch-2.0.
Triton Profiler
{ Developed a user-friendly and flexible profiler that provides intuitive interfaces for renam-

ing kernels, aggregating metrics, and associating performance information with call paths and
annotations;

{ Designed the callback mechanism in the Triton runtime to enable third-party tools to
inspect and analyze Triton’s behavior.

Triton Interpreter
{ Consolidated the interpreter functionality of Triton code to allow user-friendly debugging

with interactive debugging, low precision simulation, and full triton semantic.
{ Led development of tools using the interpreter mode, such as the visualizer and the

puzzles.

http://https://github.com/Deep-Learning-Profiling-Tools/triton-viz
http://https://github.com/srush/Triton-Puzzles


09/2017-05/2022 Rice University Houston, United States
Scalable GPU Performance Measurement and Analysis Tool
{ Built a general context-sensitive profiling tool that collects and analyzes activities on

NVIDIA, AMD, and Intel GPUs;
{ Studied HPC and machine learning applications, including TensorFlow, PyTorch, Darknet,

Quicksilver, Nekbone, Laghos, PeleC, QMCPACK, Nyx, Castro, GAMESS, NAMD, SU-
PERLU, and LAMMPS.

GPU Performance Advisor
{ Built a profile-guided performance advisor based on GPU performance metrics, program

structure, instruction counts, and stall reasons;
{ Optimized GPU applications by applying advice automatically generated by the advisor

to obtain speedups on NVIDIA V100 and A100 GPUs with 1.19× on average.
GPU Value Profiler
{ Developed the first value profiler for NVIDIA GPUs to explore inefficient value patterns in

applications running on multi-node multi-GPU clusters;
{ Devised innovative instrumentation callbacks, sampling methods, and on-the-fly data

processing GPU kernels to reduce the profiling overhead.

06/2015-07/2017 Institute of Computing Technology, Chinese Academy of Sciences Beijing, China
High Performance Deep Learning Framework
{ Devised a coarse-grained parallelism strategy with fine-grained vectorization and blocking,

making CNNs 5-12× faster than Caffe on a 16-core E5-2670;
{ Wrote assembly code to make use of dual issue and avoid bank conflict on GPUs, improving

convolution performance with up to 1.6× speedup than cuDNN on Kepler architectures.
GPU Performance Model
{ Decoded NVIDIA GPU assembly code and developed assemblers to generate GPU binaries;
{ Built a static performance analysis model to estimate performance bottlenecks in GPU

binaries.

01/2013-07/2014 Intelligent Web Laboratory, Yunnan University Kunming, China
Concurrent Data Structures
{ Designed several concurrent multi-dimensional trees, including the first lock-free quadtree

and k-d tree that are 2.09× faster than state-of-the-art concurrent trees;
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